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Abstract 
 

Introduction: In Processes Modeling, when there is relatively a high correlation between 
covariates, multicollinearity is created, and it leads to reduction in model's efficiency. In 
this study, by using principle component analysis, modification of the effect of 
multicolinearity in Artificial Neural Network (ANN) and Logistic Regression (LR) has 
been studied. Also, the effect of multicolinearity on the accuracy of prediction of mental 
disorders after trauma in patients with Mild Traumatic Brain Injury has been investigated. 

Methods: In a prospective cohort Study, first, during 6 months period, 100 patients with 
Mild Traumatic Brain Injury have been selected  . Then, by using Primary Covariates and 
Principle Component Analysis, Logistic Regression and ANN models have been 
conducted and based on these models prediction have been done. (Receiver Operating 
Characteristic) ROC curve and Accuracy Rate have been used to compare the strength of 
model’s prediction. 

Results: The results revealed that Accuracy Rate for ANN before and after applying 
principle component analysis are 84.22 and 91.23% respectively, and for Logistic 
Regression models are 72.33% and 74.89% respectively. 

Conclusion: The study showed that the Accuracy Rate was higher for models based on 
Principle Component Analysis including primary covariates; hence, when multicolinearity 
exists, models that use the principle component for prediction of mental disorders are 
more effective compare to other methods. Also, ANN Models are more effective than 
Regression models. 
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Introduction: 

In the United States, approximately 1.4 million 
patients with brain injury are treated annually (1). 

Also, in terms of mortality in Iran, Brain Injury has 
the second place. In addition, each year, most of the 
brain injuries, around two millions, that occur after 
accident are classified as Mild Traumatic Brain 
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Injury (MTBI) by using common criteria. In recent 
years, despite significant breaks through in the field 
of Head Trauma Surgery and improvement of the 
hospital services and health care system for patients 
that suffer from trauma which it leads to increase of 
their survival and recovery, however, patients with 
MTBI show set of extensive physical, 
psychological, neurological problems and signs of 
mental disorders in days and weeks after injury (2). 

Nevertheless, the study about mental disorders 
followed TBI is still in early stage, and further 
investigation need to be conducted. Thus, 
presenting statistical models which can model 
mental health status is of high importance, and it 
can provide valuable data on training programs, 
treatment and the prevention of mental disorders for 
officials, planners, and managers of organizations 
or centers which develop services. 

The main objectives of modeling are 
determination of relation between variables, 
determination of effective variables, and prediction 
(3). Therefore, presenting methods that based on 
them prediction has the least error seems useful. In 
the recent decades, one of these methods which 
have been used frequently is ANN, and also, it is 
common in various medical sciences including the 
prediction of cancer (4), prediction of death after 
stomach surgery (5), and etc. 

One of the problems which cause reduction in 
accuracy of model's prediction in both methods-of 
Logistic Regression and ANN is multicolinearity 
(6). It happens when input variables have relatively 
high correlation with each other. Existence of 
multicolinearity in Logistic Regression leads to 
increase of error in estimation of regression 
coefficients, and it may cause predictions that are 
outside of the expected range (7). In ANN model, 
multicolinearity causes reduction in accuracy of 
prediction, and estimation of weights in different 
layers of the network encounters a lot of changes 
for any iterations of training algorithm, and this 
issue may leads to divergence in ANN (8). This 
problem is more likely, especially when the 
numbers of input variables are high. One of the 
ways of tackling this problem is use of principle 
component analysis for processing of input 
variables, elimination of correlation between input 
variables, and reduction of number of input 
variables which it leads to improvement of results 

of regression and ANN models (9). Principle 
Component Analysis is one of the multivariate 
statistical methods which can be used for reduction 
of number of variables and for better interpretation 
of data (10). By using this method, primary input 
variables change into new components that have no 
correlation, so that created components are linear 
combination of input variables. Principle 
Component Analysis is one of the most practical 
methods for dimension reduction in multivariate 
models (11). Principle components based on their 
characteristics are used for dealing with 
multicolinearity and dimension reduction of data. In 
this method, first, by using Eign value Matrix, 
principle components are made from linear 
combination of the initial variables, and then, these 
principle components are used instead of initial 
variables in data analysis. This study has been 
conducted to examine the effect of principle 
components on the accuracy of prediction of mental 
disorder after Mild Traumatic Brain Injury by using 
both Logistic Regression and ANN Models. 
 

Methods: 

This prospective cohort study had been carried 
out on 100 patients with Mild Traumatic Brain 
Injury, with GCS of between13 and 15, that were 
hospitalized in pediatric neurosurgery ward. By 
using non-probability sampling method, samples 
were selected from patients of both sexes with the 
age of between 15 and 65, and after approve of 
ethics committee of the hospital and consent of 
patients. 

In the first phase, hospitalized patients were 
examined by the neurosurgeon, and based on the 
defined criteria, if they are eligible for the study, 
their data, both demographic and clinical data, was 
entered the questionnaire. Then, after 6 months, 
they were asked to attend advising and neurological 
evaluation center to complete BSI questionnaire. In 
order to meet consistency in completion of the tests, 
questions were uttered one by one, then, their oral 
answers were recorded in the related option of the 
questionnaire by a psychology expert (MA). Also, 
some patients were excluded from this study 
including patients with the history of psychotic 
diseases, patients who are unwilling to take part in 
this study, patients that had vegetative state or 
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severe impairment of consciousness, patients with 
any evidence of Spinal Cord Injury, and also, 
patients that had any types of neurological disease 
before TBI or brain injury with non-traumatic 
sources including brain tumors, stroke, arterial 
dilatation and other brain accidents. 

In this study, Instrument that has been used was 
Brief Symptom Inventory (BSI) questionnaire 
which is the short form of the SCI-90–R 
questionnaire. This questionnaire includes 53 
questions which evaluate psychological symptoms, 
and it can be used to separate healthy individuals 
from the patients. Dragutis et al. in 1973 introduced 
this questionnaire which consists of 9 dimensions as 
following: somatization, obsessive-compulsive, 
interpersonal sensitivity, depression, anxiety, anger, 
anxiety phobia, paranoia, psychoticism. After 
completion of the questionnaires, the score for each 
questionnaire is calculated, and if the value of T-
score was above 60 in any subscales, they were 
considered as a patient. 

Input variables of this study were as following: 
demographic variables such as age, gender, job, 
level of education, marital status, financial status, 
history of mental disorders among family members, 
history of hospitalization in neurosurgery ward, 
history of having trauma, history of taking 
psychological medicine, and alcohol usage. 
Neurological variables including duration of being 
hospitalized in neurosurgery ward, location of head 
trauma, having multi trauma. 

In order to process Logistic Regression and 
ANN models, data were divided randomly into two 
groups the first half have been used for processing 
of models, and the other half for investigating the 
accuracy of the prediction and validation. Stages of 
random fragmentation of data were repeated 300 
times, and in each stage of Logistic Regression 
Model, stepwise method with Forward selection 
approach with entry significant level of 0.05 and 
exit significant level of 0.10 have been used. The 
best regression model was obtained by using 
Akaike Information Criterion. 

In order to use ANN Model, the stages of the 
random selection of data was conducted similar to 
Regression Model, and in each stage, Perceptron 
Artificial Neural Network with 3 layers have been 
used. The first layer, or the input layer, includes 
input variables. The second layer is middle layer, or 

the hidden layer, and the third layer is determined 
by response variable which in this study, due to the 
type of response variable of mental disorder, T-
scorer>60= patient, T-scorer<60= healthy, 
output layer of the network with 1 neurons was 
considered. In the training stage of used ANN, 3 
layers network with 14 input neurons accordance 
with the number of variables, 1 output nodes with 
back propagation learning algorithm, Sigmoid 
Transfer Function, learning rates of 0.01 to 0.40, 
and momentum of was 0.8 to 0.95 have been used. 
The number of neurons in the middle layer was 
considered 6 to 11 which based on least Root-
Mean-Square Deviation (RMSD), appropriate 
number of neurons in the middle layer was 
determined. The number of neurons in the middle 
layer is important, because if it is low, the network 
will face lack of learning sources for non-linear and 
complex matters, and if it is high, it will lead to 2 
problems: first, the time of training of network will 
increase, and second, the network may learn errors 
in data, and as a result, it may work poorly for 
prediction. Finally, after selection of best structure, 
the network was tested and validated using data that 
did not participate in modeling. To compare of 
predictions resulted from Logistic Regression and 
ANN Model, ROC analysis and Accuracy Rate 
have been used. 

For investigation of multicolinearity in the 
observations, Correlation Coefficient Matrix and 
Bartlett’s Test have been used, and for investigation 
of sampling adequacy, Kaiser Meyer Olkin (KMO) 
has been used. Bartlett’s Test studies whether 
Correlation Matrix is the same as the identity matrix 
or not. If Correlation Matrix is identity matrix, 
independent input variables will disintegrate, and if 
the test became meaningful (sig<0.05), it will 
show correlation among variables, and therefore, 
use of Principle Component Analysis can be more 
effective. KMO Index measures the size of partial 
correlation among variables, and it determines 
whether the variance of the research variables is 
under the influence of shared variance of some 
basic and hidden factors or not. The index is 
between 0 and 1, and values of near 1 illustrate 
sampling adequacy. By combine of 14 input 
variables with Principle Component Analysis, 4 
principle components have been obtained which 
have been used as predictive variables in Logistic 
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Regression and ANN models. Finally, after 
selection of the best models, ROC curve Analysis 
and Accuracy Rate have been used to compare 
predictions resulted from Logistic Regression and 
ANN, before and after use of Principle Component 
Analysis. 
 

Results: 

Processing Modeling in ANN was carried out 
by using training data set. By processing different 
models of 3-layers ANN for 6 structures including 
6 to 11 neurons in the middle layer, a model with 
14 input neurons, 8 middle neurons and 1 output 
neurons, with learning rate of 0.06, and momentum 
of 0.98, and with back propagation learning 
algorithm as an appropriate model for prediction of 
data in which mean square error was 0.1164 and 
Accuracy Rate was 84.22% (Table 2 and 3). 

 
Table 1. The value of defined variance by 4 main 

components 
Principle 

components 
Percentage of the 
variance defined 

The cumulative 
percentage of variance 

PC1 23.487 23.487 

PC2 21.248 44.735 

PC3 19.508 64.243 

 
Table 2. Selection of best models of Neural 

Networks for psychiatric disorder data before and 
after Principle Component Analysis 

 Architecture of 
models 

(input/middle/output 
layers) 

Mean 
square 
error 

Percentage 
of false 

prediction 

 (14/6/1) 0.1214 16.97 

Before (14/7/1) 0.1203 16.84 

Principle (14/8/1)∗ 0.1164 15.78 

Component (14/9/1) 0.1186 16.02 

Analysis (14/10/1) 0.1194 16.35 

 (14/11/1) 0.1198 16.48 

    

After principle (4/2/1)∗ 0.1011 8.77 

Component (4/3/1) 0.1129 9.12 

Analysis (4/4/1) 0.1168 9.64 

*The best selected architecture after training the network including least 
mean square error  

As it continues, data have been processed by 
Logistic Regression Model. In this model, by using 
stepwise method with Forward selection approach, 
an appropriate model based on 14 predictive 
variables were selected so that in the final model, 
Akaike Information Criterion of 124.01 have been 
obtained, and accuracy was 72.33% (Table 3).  

Results of Bartlett’s Test, Chi-Square=12.34, 
Sig<0.05, and KMO=0.735 show that the data 
satisfy the criterion for apply of Principle 
Component Analysis. In sum, 78.68 percent of the 
total variance has been covered by four main 
components (PC1, PC2, PC3, PC4) that have been 
used in the analysis. So, in the next stage, 4 
principle components have been used as inputs for 
ANN and Logistic Regression Models (Table1). 

Processes Modeling in ANN was similar to 
modeling in the previous stage with the following 
differences: in the middle layer, 2 to 4 neurons have 
been used in which final model had 4 input 
neurons, 2 middle neurons and 2 output neurons, 
with learning rate of 0.05, momentum of 0.9, and 
back propagation learning algorithm as a good 
model for prediction of data so that its mean square 
error was 0.1011 and accurate predictions of the 
model was 91.23% (Table 2 and 3).  

In addition, in process of Logistic Regression 
Model, the appropriate model has been selected 
based on 4 predictive variables (PC1- PC4) so that 
Akaike Information Criterion and Accuracy Rate 
obtained for the final model were 110.16 and 
74.89%, respectively. 

One of diagnostic criteria for determination of 
performance of models is the area under ROC 
curve so that value of 0-0.5 show random rating 
and value of 0.5-1 show overall diagnostic 
capability of models. According to Table 3, the 
area under ROC curve in the test for ANN before 
and after Principle Component Analysis were 82.1 
and 93.4 respectively, and for logistic regression 
models were 73.2 and 76.8% respectively. Figure 
1 presents ROC Curve for models. 
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Table 3. Compared Results of 300 pairs of ANN and Logistic Regression Model before and after a Principle 
Component Analysis 

 LR before PC LR after PC ANN before PC ANN after PC 

Area under ROC curve 07.32 (0.621-0.789)* 0.768 (0653-0.883) 0.821 (0.795-0.945) 0.934 (0.872-0.997) 

Accuracy Rate 72.33 (71.12-74.53) 74.89 (75.23-76.35) 84.22 (83.20-85.16) 91.23 (91.01-91.86) 
*Confidence interval of 95% 

 

 
Figure 1. ROC curve based on ANN and Logistic 

Regression before and after a Principle Component 
Analysis 

 
Conclusion: 

Mental disorders and signs like depression, 
anxiety, and obsession along with Traumatic Brain 
Injury cause reduction in social activities, and 
finally impose a huge burden on the health care 
system, society and their families. Therefore, this 
study aimed to find the best model to predict the 
probability of mental disorder by BSI. Therefore, 
the results of Logistic Regression Models and with 
Artificial Neural Network Models before and after 
Principle Component Analysis have been used for 
prediction of mental disorder. So far, Studies 
regarding statistical modeling which have been 
carried out about mental disorder after trauma, 
mainly aimed at investigation of effective factors on 
mental disorder by using Logistic Regression, but 
the current study seeks for investigation of accuracy 
of prediction with Logistic Regression and ANN 
Models which have not been investigated yet. Here, 
in order to decrease the effect of multicolinearity, 
Principle Component Analysis has been used to 
increase accuracy of prediction in Logistic 
Regression and ANN Models. The idea of using 
principle component instead of all variables of the 

study with the purpose of reducing variables 
dimensions was resulted from this fact that the 
covariate variables can merge based on the 
relationship between observations. 

Neural network is a good way to predict the 
probability of having mental disorder in Traumatic 
Patients. Also, this study shows that the accuracy of 
prediction of mental disorder in Logistic Regression 
and ANN based on principle component is higher 
than those models that are based on primary 
collinear variables. Hence, when covariates have 
correlation, Principle Component Analysis can be 
effective on increase of the accuracy of prediction 
for Logistic Regression and ANN Models. 

So, the prediction resulting from this method 
can be applied in classification of patients. 
Additionally, considering that nearly all predicting 
models use linearity and logistic for analyzing, 
using modified nonlinear neural network can be 
applied in designing more effective plans for 
screening individuals susceptible to mental disorder. 
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